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Synchrotron SOLEIL is the third generation French synchrotron light source. It has been in operation since 2007, providing photon beams to 29 beamlines with a maximum intensity of 500 mA, 5000 hours a year.

2017 has been the second best year for SOLEIL with 98.7 % beam availability (98.9% in 2015) and 92 hours “mean time between failures” (MTBF) (105h in 2015). The target remains 99 % beam availability and 100 h MTBF
despite the forthcoming obsolescence and aging of the facility.

We generate statistics that allow us to measure the machine efficiency. We then need tools such as online applications to monitor these statistics at anytime from anywhere. DJANGO (Python web framework) has been used
to develop dedicated web pages. Moreover, following the discussions within the community on common metrics to compare similar facilities together, we present in this poster how we generate and use these common
metrics.
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Statistic Web Based Application

We developed a web based application to have live beam STATISTIQUES DES ACCELERATEURS The application is developed thanks with DJANGO (Python web-Framework). The
statistics and to access the statistics of the past years (since m e statistics are based on the data reported in the bug tracker (JIRA) by the operator.
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We can also see incident statistics equipment by equipment
and new metrics statistics.

People from all the division can access the pages via the
Intranet

Computes statistics &

vy B s i displays them
HISTORIQUE DES PANNES according to the

Année: Toutes E|Shift: Tous Hlncidence: Toutes E|Groupe: TOUS E| FILTRER

Nombre de panne par equipement par annee = Temps de panne par Equipement par annee

Statistiques enlignes  Statistiquesfaisceau  Historiques despannes ~ NewMetrics  Actualisation ~ JIRA  Création de ticket JIRA

selection

@ python

. Transfers to and

- recovers from
Recovers incidents

from JIRA to the o django < ereziiess

database

-~ Erreur Humaine -+ GMI
LINAC - Vi
RF

Database
Incident tracker (goes faster)

Adapting our Statistics to Common Metrics

Primary Failure Modes User Time

News
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